**Программа утверждена на заседании кафедры теории вероятностей**

**Протокол № 6 от 18 ноября 2015 г.**

**Рабочая программа дисциплины (модуля)**

1. Код и наименование дисциплины (модуля): Вероятностно-статистические методы.

2. Уровень высшего образования – специалитет.

3. Направление подготовки: 01.05.01 Фундаментальные математика и механика. Специализация: Фундаментальная математика.

4. Место дисциплины (модуля) в структуре ООП: вариативная часть ООП. Является специальной дисциплиной (спецкурсом) для студентов 3-6 годов обучения, специализирующихся в данной научной области или смежной научной области, спецкурсом по выбору студента.

Освоение дисциплины необходимо для последующего изучения дисциплин образовательной программы: курсовая работа, научно-исследовательская практика, преддипломная практика, выпускная квалификационная работа.

5. Планируемые результаты обучения по дисциплине (модулю), соотнесенные с планируемыми результатами освоения образовательной программы (компетенциями выпускников)

6. Объем дисциплины (модуля) в зачетных единицах с указанием количества академических или астрономических часов, выделенных на контактную работу обучающихся с преподавателем (по видам учебных занятий) и на самостоятельную работу обучающихся:

*Объем дисциплины (модуля) составляет 5зачетных единицы, всего 180 часов, из которых 70 часов составляет контактная работа студента с преподавателем (62 часа занятия лекционного типа, 8 часов мероприятия текущего контроля успеваемости и промежуточной аттестации),110 часов составляет самостоятельная работа студента.*

7. Входные требования для освоения дисциплины (модуля), предварительные условия.

Для того чтобы изучение дисциплины было возможно, обучающийся должен

1. освоить следующие дисциплины образовательной программы: математический анализ, линейную алгебру и геометрию, действительный анализ, теорию вероятностей, математическую статистику, теорию случайных процессов, комплексный анализ, функциональный анализ.
2. обладать следующими компетенциями:

Знать: основные направления, проблемы, теории и методы современной математики.

Уметь: решать стандартные задачи математического анализа, линейной алгебры и геометрии, действительного анализа, теории вероятностей, математической статистики, теории случайных процессов, комплексного анализа, функционального анализа, и применять идеи, использованные в их решениях, для решения аналогичных задач.

Владеть: основными понятиями и теоремами из этих разделов математики.

8. Формат обучения.

Очная форма обучения, лекционные занятия.

9. Содержание дисциплины (модуля), структурированное по темам\* (Перечень тем см. Приложения).

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **Наименование и краткое содержание разделов и тем дисциплины (модуля),**  **форма промежуточной аттестации по дисциплине (модулю)** | **Всего**  **(часы**) | В том числе | | | | | | | | |
| **Контактная работа (работа во взаимодействии с преподавателем), часы**  из них | | | | | | **Самостоятельная работа обучающегося, часы**  из них | | |
| Занятия лекционного типа | Занятия семинарского типа | Групповые консультации | Индивидуальные консультации | Учебные занятия, направленные на проведение текущего контроля успеваемости, промежуточной аттестации | **Всего** | Выполнение домашних заданий | Подготовка рефератовит.п.. | **Всего** |
| Тема 1 | 4 | 2 |  |  |  |  | 2 | 2 |  | 2 |
| Тема 2 | 4 | 2 |  |  |  |  | 2 | 2 |  | 2 |
| Тема 3 | 4 | 2 |  |  |  |  | 2 | 2 |  | 2 |
| Тема 4 | 4 | 2 |  |  |  |  | 2 | 2 |  | 2 |
| Тема 5 | 4 | 2 |  |  |  |  | 2 | 2 |  | 2 |
| Тема 6 | 4 | 2 |  |  |  |  | 2 | 2 |  | 2 |
| Тема 7 | 4 | 2 |  |  |  |  | 2 | 2 |  | 2 |
| Тема 8 | 4 | 2 |  |  |  |  | 2 | 2 |  | 2 |
| Текущий контроль успеваемости | 10 |  |  |  |  | 2 | 2 | 8 |  | 8 |
| Тема 9 | 4 | 2 |  |  |  |  | 2 | 2 |  | 2 |
| Тема 10 | 4 | 2 |  |  |  |  | 2 | 2 |  | 2 |
| Тема 11 | 4 | 2 |  |  |  |  | 2 | 2 |  | 2 |
| Тема 12 | 4 | 2 |  |  |  |  | 2 | 2 |  | 2 |
| Тема 13 | 4 | 2 |  |  |  |  | 2 | 2 |  | 2 |
| Тема 14 | 4 | 2 |  |  |  |  | 2 | 2 |  | 2 |
| Тема 15 | 4 | 2 |  |  |  |  | 2 | 2 |  | 2 |
| Тема 16 | 4 | 2 |  |  |  |  | 2 | 2 |  | 2 |
| Текущий контроль успеваемости | 10 |  |  |  |  | 2 | 2 | 8 |  | 8 |
| Тема 17 | 4 | 2 |  |  |  |  | 2 | 2 |  | 2 |
| Тема 18 | 4 | 2 |  |  |  |  | 2 | 2 |  | 2 |
| Тема 19 | 4 | 2 |  |  |  |  | 2 | 2 |  | 2 |
| Тема 20 | 4 | 2 |  |  |  |  | 2 | 2 |  | 2 |
| Тема 21 | 4 | 2 |  |  |  |  | 2 | 2 |  | 2 |
| Тема 22 | 4 | 2 |  |  |  |  | 2 | 2 |  | 2 |
| Тема 23 | 4 | 2 |  |  |  |  | 2 | 2 |  | 2 |
| Тема 24 | 4 | 2 |  |  |  |  | 2 | 2 |  | 2 |
| Текущий контроль успеваемости | 10 |  |  |  |  | 2 | 2 | 8 |  | 8 |
| Тема 25 | 4 | 2 |  |  |  |  | 2 | 2 |  | 2 |
| Тема 26 | 4 | 2 |  |  |  |  | 2 | 2 |  | 2 |
| Тема 27 | 4 | 2 |  |  |  |  | 2 | 2 |  | 2 |
| Тема 28 | 4 | 2 |  |  |  |  | 2 | 2 |  | 2 |
| Тема 29 | 4 | 2 |  |  |  |  | 2 | 2 |  | 2 |
| Тема 30 | 4 | 2 |  |  |  |  | 2 | 2 |  | 2 |
| Тема 31 | 4 | 2 |  |  |  |  | 2 | 2 |  | 2 |
| Тема 32 | 2 |  |  |  |  |  | 0 | 2 |  | 2 |
| Промежуточная аттестация  *экзамен*  *зачет* | 24 |  |  |  |  | 2 | 2 | 22 |  | 22 |
| **Итого** | 180 | 62 |  |  |  | 8 | 70 | 110 |  | 110 |

10. Перечень учебно-методического обеспечения для самостоятельной работы студентов по дисциплине (модулю):

Конспекты лекций, списки задач к лекциям, основная и дополнительная учебная литература.

11. Фонд оценочных средств для промежуточной аттестации по дисциплине (модулю).

* Перечень компетенций:
* Описание шкал оценивания*:*

*экзамен с оценкой по пятибалльной шкале*

*зачет («зачтено» или «незачтено»)*

* Критерии и процедуры оценивания результатов обучения по дисциплине (модулю), характеризующих этапы формирования компетенций.
* Типовые контрольные задания или иные материалы, необходимые для оценки результатов обучения, характеризующих этапы формирования компетенций.См. Приложения.

12. Ресурсное обеспечение:

Перечень основной учебной литературы: см. Приложение

Перечень дополнительной учебной литературы: см. Приложения

Перечень ресурсов информационно-телекоммуникационной сети «Интернет»: см. Приложения.

Описание материально-технической базы: аудитории для проведения лекционных занятий.

13. Язык преподавания: русский (при необходимости – английский).

ПРИЛОЖЕНИЕ

1. Вероятностно-статистические методы. «Многомерные случайные процессы с синхронизацией»
2. Преподаватель – доц. А.Д. Манита
3. Аннотация курса: специальный курс для студентов посвящен теоретическим основам построения вероятностных многомерных моделей, динамика которых содержит синхронизирующие скачки. Изучаются марковские случайные процессы, устойчивые распределения, процессы Леви, процессы восстановления, метод Лапласа, пространственно-временные скейлинги и др.вопросы.
4. Тематическое содержание курса

|  |  |
| --- | --- |
| Тема 1 | Понятие об общей стохастической многокомпонентной модели с синхронизацией. Свободная динамика, последовательность времен взаимодействия, синхронизирующие скачки. |
| Тема 2 | Прототипы вероятностных моделей синхронизации в смежных областях науки. |
| Тема 3 | Процессы Леви. Примеры: винеровский и пуассоновский процессы, составной пуассоновский процесс, диффузия со скачками. |
| Тема 4 | Характеристические функции. Многомерный гауссовский закон. Безграничная делимость случайных векторов. Безграничная делимость процессов Леви. |
| Тема 5 | Формула Леви-Хинчина. Нахождение меры Леви для основных примеров. |
| Тема 6 | Разложение Леви-Ито. Активность процесса Леви. Свойства траекторий и условия существования моментов в терминах меры Леви. |
| Тема 7 | Субординаторы и случайная замена времени в процессах Леви. |
| Тема 8 | Устойчивые распределения. Теорема о представлении симметричных устойчивых законов. Одномерный и многомерный случай. |
| Тема 9 | Области притяжения. Классические результаты о притяжении. Многомерные примеры. |
| Тема 10 | Устойчивые процессы Леви. Самоподобность. |
| Тема 11 | Симметризованные синхронизирующие скачки как отображения конфигурационного пространства. Основная лемма «о сжатии». |
| Тема 12 | Марковская модель синхронизации на примере системы броуновских частиц с попарным взаимодействием. |
| Тема 13 | Понятие о глобальной стохастической синхронизации. |
| Тема 14 | Последовательные временн*ы*е фазы в поведении марковской системы броуновских частиц с синхронизацией. |
| Тема 15 | Марковская модель синхронизации локальных времен в беспроводных сенсорных сетях (БСС). |
| Тема 16 | Количество различных временн*ы*х шкал в засисимости от параметров модели БСС. |
| Тема 17 | Процессы восстановления. Основные классы и примеры. Функция восстановления и её свойства. |
| Тема 18 | Уравнение восстановления. Узловая теорема восстановления. Времена недоскока и перескока, их предельные распределения. |
| Тема 19 | Производящие функции. Преобразование Лапласа. Их свойства. Представление производящей функции числа восстановлений. |
| Тема 20 | Вероятностные распределения с рациональным преобразованием Лапласа. Подклассы матрично-экспоненциальных распределений, распределений Кокса, общих распределений Эрланга. |
| Тема 21 | Суперпозиция процессов восстановления. |
| Тема 22 | Общая немарковская модель многокомпонентной системы с синхронизацией. |
| Тема 23 | Анализ поведения на больших временах симметрической немарковской модели синхронизации. |
| Тема 24 | Теорема о характеристической функции попарных рассогласований компонент синхронизованной симметричной N-компонентной системы. Марковский и немарковский случай. |
| Тема 25 | Теорема о естественной пространственной шкале для синхронизованной марковской N-компонентной системы в случае Леви-устойчивой свободной динамики. |
| Тема 26 | Теорема о естественной пространственной шкале в немарковском случае. Случай свободных динамик, притягивающихся к многомерным устойчивым законам. |
| Тема 27 | Примеры случайных блужданий из областей притяжения устойчивых законов. |
| Тема 28 | Класс предельных распределений, возникающих в системах с большим числом компонент. Геометрически устойчивые распределения. Распределение Линника и его свойства. |
| Тема 29 | Понятие об операторно-устойчивых распределениях. Обобщение теоремы об естественных пространственных шкалах. Координаты Юрека. |
| Тема 30 | Представление для характеристической функции разностей в немарковской модели при конечных временах. Предел по времени при фиксированном числе компонент. |
| Тема 31 | Асимптотические разложения для предельной характеристической функции при росте числа компонент к бесконечности. Переход к преобразованию Лапласа. Выделение главных членов асимптотического разложения и оценивание остаточных членов. |
| Тема 32 | Несимметрическая марковская модель синхронизации. |

1. Типовые контрольные задания или иные материалы, необходимые для оценки результатов обучения, характеризующих этапы формирования компетенций.

*Программа экзамена (или вопросы к зачету)*

1. Понятие об общей стохастической многокомпонентной модели с синхронизацией. Свободная динамика, последовательность времен взаимодействия, синхронизирующие скачки.
2. Прототипы вероятностных моделей синхронизации в смежных областях науки.
3. Процессы Леви. Примеры: винеровский и пуассоновский процессы, составной пуассоновский процесс, диффузия со скачками.
4. Характеристические функции. Многомерный гауссовский закон. Безграничная делимость случайных векторов. Безграничная делимость процессов Леви.
5. Формула Леви-Хинчина. Нахождение меры Леви для основных примеров.
6. Разложение Леви-Ито. Активность процесса Леви. Свойства траекторий и условия существования моментов в терминах меры Леви.
7. Субординаторы и случайная замена времени в процессах Леви.
8. Устойчивые распределения. Теорема о представлении симметричных устойчивых законов. Одномерный и многомерный случай.
9. Области притяжения. Классические результаты о притяжении. Многомерные примеры.
10. Устойчивые процессы Леви. Самоподобность.
11. Симметризованные синхронизирующие скачки как отображения конфигурационного пространства. Основная лемма "о сжатии".
12. Марковская модель синхронизации на примере системы броуновских частиц с попарным взаимодействием.
13. Понятие о глобальной стохастической синхронизации.
14. Последовательные временные фазы в поведении марковской системы броуновских частиц с синхронизацией.
15. Марковская модель синхронизации локальных времен в беспроводных сенсорных сетях (БСС).
16. Количество различных временных шкал в засисимости от параметров модели БСС.
17. Процессы восстановления. Основные классы и примеры. Функция восстановления и её свойства.
18. Уравнение восстановления. Узловая теорема восстановления. Времена недоскока и перескока, их предельные распределения.
19. Производящие функции. Преобразование Лапласа. Их свойства. Представление производящей функции числа восстановлений.
20. Вероятностные распределения с рациональным преобразованием Лапласа. Подклассы матрично-экспоненциальных распределений, распределений Кокса, общих распределений Эрланга.
21. Суперпозиция процессов восстановления.
22. Общая немарковская модель многокомпонентной системы с синхронизацией.
23. Анализ поведения на больших временах симметрической немарковской модели синхронизации.
24. Теорема о характеристической функции попарных рассогласований компонент синхронизованной симметричной N-компонентной системы. Марковский и немарковский случай.
25. Теорема о естественной пространственной шкале для синхронизованной марковской N-компонентной системы в случае Леви-устойчивой свободной динамики.
26. Теорема о естественной пространственной шкале в немарковском случае. Случай свободных динамик, притягивающихся к многомерным устойчивым законам.
27. Примеры случайных блужданий из областей притяжения устойчивых законов.
28. Класс предельных распределений, возникающих в системах с большим числом компонент. Геометрически устойчивые распределения. Распределение Линника и его свойства.
29. Понятие об операторно-устойчивых распределениях. Обобщение теоремы об естественных пространственных шкалах. Координаты Юрека.
30. Представление для характеристической функции разностей в немарковской модели при конечных временах. Предел по времени при фиксированном числе компонент.
31. Асимптотические разложения для предельной характеристической функции при росте числа компонент к бесконечности. Переход к преобразованию Лапласа. Выделение главных членов асимптотического разложения и оценивание остаточных членов.
32. Несимметрическая марковская модель синхронизации.

*Образцы билетов.*

Билет №1.

А. Глобальная стохастическая синхронизация.

Б. Вид характеристической функции многомерных симметричных устойчивых законов.

В. Задача: Найдите в явном виде (одномерное) распределение разности состояний компонент в симметричной марковской модели синхронизации броуновских частиц.

Билет №2.

А. Марковская модель синхронизации локальных времен в беспроводных сенсорных сетях.

Б. Классы вероятностных распределений с рациональным преобразованием Лапласа.

В. Задача: Для негауссовских одномерных и многомерных устойчивых законов укажите примеры случайных блужданий, входящих в их области притяжения, и обоснуйте свой ответ.

1. Перечень основной и дополнительной учебной литературы, ресурсов информационно-телекоммуникационной сети «Интернет»:

*Основная литература.*
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