
Weak convergence of Empirical Distribution

Space of right-continuous functions

Definition 1. Let 𝐷[0, 1] be a set of right-continuous functions:

𝐷[0, 1] = {𝑓 : [0, 1] → R : ∀𝑡 ∈ [0, 1) 𝑓(𝑡+) = 𝑓(𝑡), ∀𝑡 ∈ (0, 1] ∃ 𝑓(𝑡−)}.

Space 𝐷[0, 1] equipped with the uniform metric is not separable since 𝜌(𝛿𝑥, 𝛿𝑦) = 1 for every 𝑥, where
𝛿𝑥(𝑢) = 𝐼𝑢≥𝑥. Thus we need another metric on 𝐷[0, 1] instead of uniform metric.

Definition 2. Let 𝑓, 𝑔 ∈ 𝐷[0, 1] and Λ be the set of strictly increasing, continuous mappings 𝜆 of [0, 1] onto
itself, 𝜆(0) = 0, 𝜆(1) = 1. Then

𝜌(𝑓, 𝑔) = inf{𝜀 : ∃𝜆 ∈ Λ : ∀𝑥 ∈ [0, 1] |𝑓(𝜆(𝑥))− 𝑔(𝑥)| ≤ 𝜀, |𝜆(𝑥)− 𝑥| ≤ 𝜀}.

The topology defined by metric 𝜌 is called the Skorohod topology.

Firstly, let’s prove that 𝜌 is a metric. Really,

1. Obviously, 𝜌 ≥ 0 and 𝜌(𝑓, 𝑔) = 0 iff 𝑓 = 𝑔.

2. Since 𝜆 ∈ Λ there exists 𝜆−1 ∈ Λ and sup |𝜆(𝑥)− 𝑥| = sup |𝜆−1(𝑥)|. Therefore, 𝜌(𝑔, 𝑓) = 𝜌(𝑓, 𝑔).

3. For every 𝜆1, 𝜆2 ∈ Λ we have

sup
𝑥

|𝜆2(𝜆1(𝑥))− 𝑥| ≤ sup
𝑥

|𝜆2(𝜆1(𝑥))− 𝜆1(𝑥)|+ sup
𝑥

|𝜆1(𝑥)− 𝑥| = sup
𝑥

|𝜆2(𝑥)− 𝑥|+ sup
𝑥

|𝜆1(𝑥)− 𝑥|.

Thus for every 𝑓, 𝑔, ℎ, 𝜆1, 𝜆2 such that sup𝑥 |𝑓(𝜆2(𝑥))−𝑔(𝑥)| ≤ 𝜀1, |𝜆2(𝑥)−𝑥| ≤ 𝜀1, sup𝑥 |𝑔(𝜆1(𝑥))−ℎ(𝑥)| ≤
𝜀1, |𝜆1(𝑥)− 𝑥| ≤ 𝜀1 we have sup𝑥 |𝜆2(𝜆1(𝑥))− 𝑥| ≤ 𝜀1 + 𝜀2 and

sup
𝑥

|𝑓(𝜆2(𝜆1(𝑥)))− ℎ(𝑥)| ≤ sup
𝑥

|𝑓(𝜆2(𝜆1(𝑥)))− 𝑔(𝜆1(𝑥))|+ sup
𝑥

|𝑔(𝜆1(𝑥))− ℎ(𝑥)| ≤ 𝜀1 + 𝜀2.

Therefore, 𝜌(𝑓, ℎ) ≤ 𝜌(𝑓, 𝑔) + 𝜌(𝑔, ℎ).

Example 1. Let 𝑓 = 𝛿𝑢, 𝑔 = 𝛿𝑣, 𝑢 < 𝑣 ∈ [0, 1]. Let’s prove that 𝜌(𝛿𝑢, 𝛿𝑣) ≤ 𝑣 − 𝑢. For 𝑢 > 0 consider

𝜆(𝑥) =

{︂
𝑣 𝑥
𝑢
, 𝑥 < 𝑢,

1− (1− 𝑣) (1−𝑥)
(1−𝑢)

, 𝑥 ≥ 𝑢.

Then 𝑔(𝜆(𝑥)) = 𝑓(𝑥), sup |𝜆(𝑥)− 𝑥| = 𝑢− 𝑣. Therefore, 𝜌(𝛿𝑢, 𝛿𝑣) ≤ 𝑣− 𝑢. On the other hand, if |𝜆(𝑥)− 𝑥| <
𝑢− 𝑣, then

𝑔(𝜆(𝑢)) ≤ 𝑔(𝑣 − 0) = 0 = 𝑓(𝑢)− 1 ≤ 𝑓(𝑢)− (𝑢− 𝑣).

Thus 𝜌(𝛿𝑢, 𝛿𝑣) = 𝑣 − 𝑢.

Space of right-continuous functions

Space (𝐷[0, 1], 𝜌) is a separable space but it’s not complete.

Example 2. Let 𝑓𝑛(𝑥) = 𝐼[1/2,1/2+1/𝑛). Then 𝜌(𝑓𝑛, 𝑓𝑚) <
⃒⃒
1
𝑛
− 1

𝑚

⃒⃒
and {𝑓𝑛} is fundamental in (𝐷[0, 1], 𝜌).

But it isn’t convergent.

Thus another metric is considered:

1. Let

||𝜆|| = sup

⃒⃒⃒⃒
ln

𝜆(𝑥)− 𝜆(𝑦)

𝑥− 𝑦

⃒⃒⃒⃒
, 𝜆 ∈ Λ0,



where Λ0 = {𝜆 ∈ Λ : ||𝜆|| < ∞}.

2. Let
𝜌0(𝑓, 𝑔) = inf{𝜀 : ∃𝜆 ∈ Λ0 : ∀𝑥 ∈ [0, 1] |𝑓(𝜆(𝑥))− 𝑔(𝑥)| ≤ 𝜀, ||𝜆|| ≤ 𝜀}.

Since ||𝜆|| = ||𝜆−1|| and ||𝜆2(𝜆1)|| ≤ ||𝜆2||+ ||𝜆1|| it’s a metric on 𝐷[0, 1]. Metrics 𝜌0 and 𝜌 are topological
equivalent, but the space (𝐷[0, 1], 𝜌0) is complete (we don’t prove this fact).

Weak convergence in 𝐷[0, 1]

Let’s remind the definition and main properties of weak convergence.

Definition 3. We say that a sequence {𝑋𝑛} of stochastic processes in D[0,1] weakly converges to the process

𝑋, and we write 𝑋𝑛
𝑑→ 𝑋, if

E𝑓(𝑋𝑛) → E𝑓(𝑋)

for every continuous (with respect to 𝜌0) and bounded mapping 𝑓 : 𝐷[0, 1] → R.
Theorem 1. The following conditions are eqiuvalent:

1. 𝑋𝑛
𝑑→ 𝑋.

2. P(𝑋𝑛 ∈ 𝐴)
𝑑→ P(𝑋 ∈ 𝐴) for every 𝐴 : P(𝑋 ∈ 𝜕𝐴) = 0, where 𝜕𝐴 is

Theorem 2. If 𝑋𝑛
𝑑→ 𝑋 and 𝑓 is continuous (with respect to 𝜌0) mapping 𝑓 : 𝐷[0, 1] → R, then 𝑓(𝑋𝑛)

𝑑→
𝑓(𝑋). Moreover, the condition of continuity of 𝑓 can be weakened to P(𝑋 ∈ 𝐶𝑓 ) = 0, where 𝐶𝑓 is the set of
discontinuites of 𝑓 .

Definition 4. We say that 𝑋𝑛 converges to 𝑋 in the sense of finite-dimensional distributions and we write

𝑋𝑛
𝑓.𝑑.→ 𝑋, if (𝑋𝑛(𝑡1), ..., 𝑋𝑛(𝑡𝑘))

𝑑→ (𝑋(𝑡1), ..., 𝑋(𝑡𝑘)) for every 𝑡1, ..., 𝑡𝑘 ∈ [0, 1].

The weak convergence is stronger than the convergence in the sense of finite-dimensional distributions:

Example 3. Consider the sample space (Ω,ℱ , 𝑃 ), where Ω = [0, 1], ℱ = ℬ([0, 1]), 𝑃 = 𝜆 — Lebesque
measure. Let

𝑋𝑛 =

⎧⎨⎩ 𝑛𝜔, 𝜔 ∈
[︀
0, 1

𝑛

]︀
,

2𝑛− 𝑛𝜔, 𝜔 ∈
[︀
1
𝑛
, 2
𝑛

]︀
,

0, 𝜔 ≥ 2
𝑛
.

Then (𝑋𝑛(𝑡1), ..., 𝑋𝑛(𝑡𝑘)
𝑑
= (0, ..., 0) for any 𝑡1, ..., 𝑡𝑘 ∈ [0, 1] and large enough 𝑛. Therefore, 𝑋𝑛

𝑓.𝑑.→ 𝑋, where
𝑋(𝑡) = 0 for every 𝑡 ∈ [0, 1]. However,

1 = E𝑋𝑛 ̸→ E𝑋 = 0,

so 𝑋𝑛 ̸ 𝑑→ 𝑋.

Definition 5. The set 𝒫 of probability measures is called to be weakly sequentially compact if for every
sequence 𝑃𝑛 ∈ 𝒫 there exists a weakly convergent subsequence 𝑃𝑛𝑘

.

Lemm 1. Let 𝑋𝑛
𝑓.𝑑.→ 𝑋. Then 𝑋𝑛

𝑑→ 𝑋 iff {P𝑋𝑛} is a weakly sequentially compact set.

Proof. Obviously, a weakly convergent sequence 𝑋𝑛 is a weakly sequntially compact set. Let us prove that if

{P𝑋𝑛} is a weakly sequentially compact set, 𝑋𝑛
𝑓.𝑑.→ 𝑋, then 𝑋𝑛

𝑑→ 𝑋. Assume the converse. Then 𝑋𝑛 ̸ 𝑑→ 𝑋.
Thus there exists 𝜀 > 0, 𝐴 ∈ ℬ(R[0,1]) : P(𝑋 ∈ 𝜕𝐴) = 0 and 𝑛𝑘 such that

|P(𝑋𝑛𝑘
∈ 𝐴)−P(𝑋 ∈ 𝐴)| > 𝜀.

Let P𝑋𝑛𝑘𝑙
be a convergent subseqence of P𝑋𝑛𝑘

, so 𝑋𝑛𝑘𝑙

𝑑→ 𝑌 for some 𝑌 . Therefore, 𝑋𝑛𝑘𝑙

𝑓.𝑑.→ 𝑌 and 𝑋
𝑑
= 𝑌 .

Thus
P(𝑋𝑛𝑘𝑙

∈ 𝐴) → P(𝑋 ∈ 𝐴), but
⃒⃒⃒
P(𝑋𝑛𝑘𝑙

∈ 𝐴)−P(𝑋 ∈ 𝐴)
⃒⃒⃒
> 𝜀.

The contradiction proves the lemma.
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Definition 6. We say that the family of probability measures 𝒫 on 𝐷[0, 1] is tight if for every 𝜀 > 0 there
exists a compact set 𝐾𝜀 ⊂ 𝐷[0, 1] such that P(𝐾𝜀) ≥ 1− 𝜀 for every P ∈ 𝒫 .

Theorem 3. (Yu. V. Prohorov). Let 𝒮 be a complete separable space. Then a set 𝒫 of measures on 𝒮 is
weakly sequentially compact iff 𝒫 is tight.

Therefore, 𝑋𝑛
𝑑→ 𝑋 iff 𝑋𝑛

𝑓.𝑑.→ 𝑋 and {𝑃𝑋𝑛} is tight.

The following theorem is proved in Billingsley, "Convergence of probability measures” (Theorem 15.6).

Theorem 4. Let 𝑋𝑛() ∈ 𝐷[0, 1] be a sequence of stohastic processes. Suppose that there exists 𝛾 > 0, 𝛼 > 1
and nondecreasing continuous function 𝐺 on [0, 1] such that

P(|𝑋𝑛(𝑡)−𝑋𝑛(𝑠)| ≥ 𝜀, |𝑋𝑛(𝑟)−𝑋𝑛(𝑡)| ≥ 𝜀) ≤ 1

𝜀2𝛾
(𝐺(𝑟)−𝐺(𝑠))𝛼 ,

for every 𝑠 < 𝑡 < 𝑟; then P(𝑋𝑛() ∈ ·) is tight.
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