
Lection 7. Symmetrical distributions

Symmetrical Distributions

Let’s consider other estimators for 𝜃 in our model.

It follows from the symmetry that

𝜃 = 𝑓(𝐹 ) =
1

1− 2𝛼

∫︁ 1−𝛼

𝛼

𝐹−1(𝑥)𝑑𝑥

for every 𝛼 ∈ [0, 1/2). Therefore, it’s natural to use the estimator

̂︀𝜃 =
1

1− 2𝛼

∫︁ 1−𝛼

𝛼

𝐹−1
𝑛 (𝑥)𝑑𝑥 =

𝑋([𝛼𝑛])([𝑛𝛼] + 1− 𝑛𝛼) +𝑋([𝛼𝑛]+1) + ...+𝑋(𝑛−[𝛼𝑛]) +𝑋(𝑛−[𝛼𝑛]+1)(𝑛𝛼− [𝑛𝛼])

(1− 2𝛼)𝑛

Definition 1. The estimator

𝑋𝛼 =
𝑋([𝛼𝑛]+1) + ...+𝑋(𝑛−[𝛼𝑛])

𝑛− 2[𝛼𝑛]
,

is called the 𝛼-trimmed mean.

The 𝛼-trimmed mean is similar to 𝜃 above and has the same asymptotical distribution.

Example 1. Let’s find the asymptotic breakdown point for 𝜃. Obviously, 𝑏(1) = ∞. Moreover, 𝑏(𝛼+ 𝜀) = ∞
for every 𝜀 > 0 since

1

1− 2𝛼

∫︁ 1−𝛼

𝛼

𝐹−1
𝑛 (𝑥)𝑑𝑥 =

1

1− 2𝛼

∫︁ 1−𝛼

𝛼+𝜀

𝐹−1(𝑥)𝑑𝑥− 𝑛𝜀 → ∞, 𝑛 → ∞,

for 𝐹𝑛(𝑥) = 𝐹0(𝑥)𝐼𝑥≥𝐹−1
0 (𝛼+𝜀)+(𝛼+ 𝜀)𝐼𝑥∈[−𝑛,𝐹−1

0 (𝛼+𝜀)). On the other hand, 𝑏(𝛼− 𝜀) < ∞, since ∀𝜀 > 0 we have

𝐹−1(𝑥) ≥ 𝐹−1
0 (𝑥− (𝛼− 𝜀))− 𝛼 + 𝜀 ≥ 𝐹−1

0 (𝜀)− 1 > −∞

as 𝑥 ∈ [𝛼, 1− 𝛼]. Therefore, 𝜀* = 𝛼.

For any 𝛼 > 0 this estimator is robust. On the other hand, it’s an asymptotically normal estimator in
ℱ = ℱ𝑠𝑦𝑚𝑚

Theorem 1. As 𝑛 → ∞ √
𝑛(𝑓( ̂︀𝐹𝑛)− 𝑓(𝐹 ))

𝑑→ 𝑍 ∼ 𝒩 (0, 𝜎2
𝛼),

where

𝜎2
𝛼 =

2

(1− 2𝛼)2

(︂∫︁ 𝑥1−𝛼

𝜃

(𝑡− 𝜃)2𝑓(𝑡)𝑑𝑡+ 𝛼(𝑥1−𝛼 − 𝜃)2
)︂
.

Доказательство. Let
𝐹𝑛(𝑢) = 𝐹 (𝑢) + 𝜀𝐷(𝑢).

Then
𝐹−1
𝑛 (𝑥) = 𝐹−1

(︀
−𝜀𝐷(𝐹−1

𝑛 (𝑥))
)︀
= 𝐹−1(𝑥)− (𝐹−1(𝑥))′𝜀𝐷(𝐹−1

𝑛 (𝑥)) + 𝑜(𝜀).

Therefore

𝐹−1
𝑛 (𝑥)− 𝐹−1(𝑥)

𝜀
= −(𝐹−1(𝑥))′(𝐷(𝐹−1(𝑥) +𝑂(𝜀))) + 𝑜(𝜀) =

− 1

𝑝(𝐹−1(𝑥))
𝐷(𝐹−1(𝑥)) + 𝑜(𝜀), 𝜀 → 0.

Last equality holds as 𝐹−1(𝑥) is a continuity poinf of 𝐷, therefore it holds for a.s. 𝑥 ∈ [𝛼, 1− 𝛼]. Notice that
𝑜(𝜀) is uniformly small on 𝑥 ∈ [𝛼, 1− 𝛼]. Thus,

𝑓(𝐹 + 𝜀𝐷)− 𝑓(𝐹 )

𝜀
→ 𝐿𝐹 (𝐷; 𝑓) = − 1

1− 2𝛼

∫︁ 1−𝛼

𝛼

1

𝑝(𝐹−1(𝑢))
𝐷(𝐹−1(𝑢))𝑑𝑢.



Therefore,

𝐼𝐹 (𝑥) =
1

1− 2𝛼

∫︁ 1−𝛼

𝛼

𝑢

𝑝(𝐹−1(𝑢))
𝑑𝑢− 1

1− 2𝛼

∫︁ 1−𝛼

𝛼

1

𝑝(𝐹−1(𝑢))
𝛿𝑥(𝐹

−1(𝑢)))𝑑𝑢. (1)

The first term in (1) equals to∫︁ 1−𝛼

𝛼

𝑢

𝑝(𝐹−1(𝑢))
𝑑𝑢 =

∫︁ 𝑥1−𝛼

𝑥𝛼

𝐹 (𝑣)

𝑓(𝑣)
𝑑𝐹 (𝑣) =

∫︁ 𝑥1−𝛼

𝑥𝛼

𝐹 (𝑣)𝑑𝑣 =
𝑥1−𝛼 − 𝑥𝛼

2

since 𝐹 (𝑣 − 𝜃)− 1/2 is odd function. The second term of (1) is∫︁ 1−𝛼

𝛼

1

𝑝(𝐹−1(𝑢))
𝛿𝑥(𝐹

−1(𝑢))𝑑𝑢 =

∫︁ 𝑥1−𝛼

𝑥𝛼

𝛿𝑥(𝑣)𝑑𝑣.

As 𝑥 > 𝑥1−𝛼 function 𝛿𝑥(𝑣) equals to 0, as 𝑥 < 𝑥𝛼 𝛿𝑥(𝑣) equals to 1, as 𝑥𝛼 < 𝑥 < 𝑥1𝛼 integral of 𝛿𝑣 equals to
𝑥1−𝛼 − 𝑥. Therefore

𝐼𝐹 (𝑓) =

⎧⎪⎨⎪⎩
−𝑥1−𝛼−𝑥𝛼

2(1−2𝛼)
, 𝑥 < 𝑥𝛼,

𝑥−𝜃
1−2𝛼

, 𝑥 ∈ (𝑥𝛼, 𝑥1−𝛼),
𝑥1−𝛼−𝑥𝛼

2(1−2𝛼)
, 𝑥 ≥ 𝑥1−𝛼,

𝜎2(𝐹 ) =
2

(1− 2𝛼)2

(︂∫︁ 𝑥1−𝛼

𝜃

(𝑡− 𝜃)2𝑓(𝑡)𝑑𝑡+ 𝛼(𝑥1−𝛼 − 𝜃)2
)︂
.

Problem 1. Prove that

𝜎2(𝐹 ) ≤ 𝜎2

(1− 2𝛼)2
,

where 𝜎2 = D𝑋 and the inequality becomes an equality for some 𝐹 .

So, the 𝛼-trimmered mean is a good robust alternative to the sample mean. However, as the asymptotic
breakdown point of 𝑋𝛼 equals 1/3, 𝜎2(𝐹 ) can be 9 times larger than 𝜎2.
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