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Lection 2. Consistency and Asymptotically
Normality

Example 1. We show that the median f(F) = F~1(1/2) is not a weakly continuous functional. Does f>(F,)
converge to fo(F)? Let F be a c.d.f. of X ~ Bern(1/2). Then
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p (‘fg(ﬁn) - fQ(F)‘ > 1/2) —P(S, >n/2) = 1—®(0) = %

We see that

Therefore, f>(F,) is not consistent for fo(F).

However, if F'(z1/2+¢) > 1/2 for every € > 0 then f; is weakly continuous and fg(ﬁn> is consistent. Really,
a) Suppose that F(x1/5) = 1/2. Then F(z1/, —¢) < 1/2 or every € > 0 and

~

Fn<l’1/2 +€) > 1/2, Fn<l’1/2 — 5) < 1/2,

for all n large enough, where F, % F, n — o0o. So F1(1/2) € (212 — €, 212 + €] and F,'(1/2) — x12 as
n — 0o.
b) Suppose that F'(z1/2) > 1/2. Then F(x1/, —¢€) < 1/2 for every € > 0 and

Fo(wyy0) > 172, Fu(r12 —0) < 1/2

for all n large enough n. Similarly, f(F,) — f(F) as n — oc.

Therefore,
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is consistent for x; /5. Similarly,
X(k), n = 2]€,

MED:{ X(k+1), n =2k + 1.

is consistent for fo(F) = (F~*(1/2) + F71(1/2+0))/2 as F(x12 +¢) > F(x1/2 — 0) for every ¢ > 0.

Delta Method

As we see in previous section an estimator f(F),) is consistent for f(F) as the functional f is weakly
continuous. Can we find a sufficient condition for asymptotic normality of f(F,)?

Definition 1. Let D be linear space generated by the set of all distribution functions, f : F — RF is a



functional. The Gateauz derivative of f at point F' in direction D € D is defined by
F+eD)— f(F
Lp(D) = lim L D) = F(F)

e—0 g

Definition 2. The functional f is called Hadamard differentiable at F if there exists Ly : D — R¥ such that
for any £, — 0 and {D, Dy,...} C D : sup, |D,(z) — D(x)| = 0,n — oo, F,, + enD, € F

(f(F+€nDn) — f(F)

En

lim - LF(Dn)) =0
n—o0

Definition 3. An influence function of the functional f is defined by

In(z) = Le(6, — F) = lim L= OF+€0) = JF)

e—0 g

where 0, (u) = I,>, is the c.d.f. of z.

Theorem 1. Let [ be Hadamard differentiable functional on F. Then f(ﬁn) is an asymptotical normal
estimator for f(F) with o? f Ip(2)*dF (z).

Example 2. Consider fi(F) = [ a( = Era(X), where a is continuous function. Then
F D) — f(F
Le(D) = lim (f< +eD) — >) =/a(x)dD($).
e—0 £ R
Therefore,

Jim (f (F +enDn) = F(F) —LF(Dn)) _ /R o(2)dD(z) — /R a(2)dDy(z) = 0
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and f; is Hadamard differentiable. The influence function I; is equal to

. (1 —¢) [ga(uw)dF(u) + ¢ [y a(u)dd,(u) — [y a(u)dF(u)
51—I>I(1) c -

/R (1) do. () — /R o(u)dF (u) = a(z) — Epa(X).

Therefore,
o*(F) = /R(a(x) — Era(X))?dF(z) = Dpa(X).

So, the Central Limit Theorem is a particular case of the Functional Delta Method.



