
Глава 2

Lection 2. Consistency and Asymptotically

Normality

Example 1. We show that the median 𝑓2(𝐹 ) = 𝐹−1(1/2) is not a weakly continuous functional. Does 𝑓2( ̂︀𝐹𝑛)
converge to 𝑓2(𝐹 )? Let 𝐹 be a c.d.f. of 𝑋 ∼ 𝐵𝑒𝑟𝑛(1/2). Then

̂︀𝐹−1
𝑛

(︂
1

2

)︂
=

{︂
1, #{𝑖 : 𝑋𝑖 = 1} > 𝑛/2,
0, #{𝑖 : 𝑋𝑖 = 1} ≤ 𝑛/2.

, 𝐹−1

(︂
1

2

)︂
= 0.

We see that

P
(︁⃒⃒⃒
𝑓2( ̂︀𝐹𝑛)− 𝑓2(𝐹 )

⃒⃒⃒
> 1/2

)︁
= P(𝑆𝑛 ≥ 𝑛/2) → 1− Φ (0) =

1

2
.

Therefore, 𝑓2( ̂︀𝐹𝑛) is not consistent for 𝑓2(𝐹 ).

However, if 𝐹 (𝑥1/2 + 𝜀) > 1/2 for every 𝜀 > 0 then 𝑓2 is weakly continuous and 𝑓2( ̂︀𝐹𝑛) is consistent. Really,
a) Suppose that 𝐹 (𝑥1/2) = 1/2. Then 𝐹 (𝑥1/2 − 𝜀) < 1/2 or every 𝜀 > 0 and

𝐹𝑛(𝑥1/2 + 𝜀) > 1/2, ̂︀𝐹𝑛(𝑥1/2 − 𝜀) < 1/2,

for all 𝑛 large enough, where 𝐹𝑛
𝑑→ 𝐹 , 𝑛 → ∞. So 𝐹−1

𝑛 (1/2) ∈ [𝑥1/2 − 𝜀, 𝑥1/2 + 𝜀] and 𝐹−1
𝑛 (1/2) → 𝑥1/2 as

𝑛 → ∞.
b) Suppose that 𝐹 (𝑥1/2) > 1/2. Then 𝐹 (𝑥1/2 − 𝜀) < 1/2 for every 𝜀 > 0 and

𝐹𝑛(𝑥1/2) > 1/2, 𝐹𝑛(𝑥1/2 − 0) < 1/2

for all 𝑛 large enough 𝑛. Similarly, 𝑓(𝐹𝑛) → 𝑓(𝐹 ) as 𝑛 → ∞.
Therefore,

𝑓( ̂︀𝐹𝑛) = ̂︀𝐹−1
𝑛 (1/2) =

{︂
𝑋(𝑘), 𝑛 = 2𝑘,
𝑋(𝑘+1), 𝑛 = 2𝑘 + 1.

is consistent for 𝑥1/2. Similarly,

𝑀𝐸𝐷 =

{︂
𝑋(𝑘), 𝑛 = 2𝑘,
𝑋(𝑘+1), 𝑛 = 2𝑘 + 1.

is consistent for 𝑓2(𝐹 ) = (𝐹−1(1/2) + 𝐹−1(1/2 + 0))/2 as 𝐹 (𝑥1/2 + 𝜀) > 𝐹 (𝑥1/2 − 0) for every 𝜀 > 0.

Delta Method

As we see in previous section an estimator 𝑓(𝐹𝑛) is consistent for 𝑓(𝐹 ) as the functional 𝑓 is weakly

continuous. Can we find a sufficient condition for asymptotic normality of 𝑓(𝐹𝑛)?

Definition 1. Let 𝒟 be linear space generated by the set of all distribution functions, 𝑓 : ℱ → R𝑘 is a

1



functional. The Gateaux derivative of 𝑓 at point 𝐹 in direction 𝐷 ∈ 𝒟 is defined by

𝐿𝐹 (𝐷) := lim
𝜀→0

𝑓(𝐹 + 𝜀𝐷)− 𝑓(𝐹 )

𝜀
.

Definition 2. The functional 𝑓 is called Hadamard differentiable at 𝐹 if there exists 𝐿𝐹 : 𝒟 → R𝑘 such that
for any 𝜀𝑛 → 0 and {𝐷,𝐷1, ...} ⊂ 𝒟 : sup𝑥 |𝐷𝑛(𝑥)−𝐷(𝑥)| → 0, 𝑛 → ∞, 𝐹𝑛 + 𝜀𝑛𝐷𝑛 ∈ ℱ

lim
𝑛→∞

(︂
𝑓(𝐹 + 𝜀𝑛𝐷𝑛)− 𝑓(𝐹 )

𝜀𝑛
− 𝐿𝐹 (𝐷𝑛)

)︂
= 0

Definition 3. An influence function of the functional 𝑓 is defined by

𝐼𝐹 (𝑥) := 𝐿𝐹 (𝛿𝑥 − 𝐹 ) = lim
𝜀→0

𝑓((1− 𝜀)𝐹 + 𝜀𝛿𝑥)− 𝑓(𝐹 )

𝜀
,

where 𝛿𝑥(𝑢) = 𝐼𝑢≥𝑥 is the c.d.f. of 𝑥.

Theorem 1. Let 𝑓 be Hadamard differentiable functional on ℱ . Then 𝑓(𝐹𝑛) is an asymptotical normal

estimator for 𝑓(𝐹 ) with 𝜎2(𝐹 ) =
∫︀∞
∞ 𝐼𝐹 (𝑥)

2𝑑𝐹 (𝑥).

Example 2. Consider 𝑓1(𝐹 ) =
∫︀
R 𝑎(𝑥)𝑑𝐹 (𝑥) = E𝐹𝑎(𝑋), where 𝑎 is continuous function. Then

𝐿𝐹 (𝐷) = lim
𝜀→0

(︂
𝑓(𝐹 + 𝜀𝐷)− 𝑓(𝐹 )

𝜀

)︂
=

∫︁
R
𝑎(𝑥)𝑑𝐷(𝑥).

Therefore,

lim
𝑛→∞

(︂
𝑓(𝐹 + 𝜀𝑛𝐷𝑛)− 𝑓(𝐹 )

𝜀𝑛
− 𝐿𝐹 (𝐷𝑛)

)︂
=

∫︁
R
𝑎(𝑥)𝑑𝐷𝑛(𝑥)−

∫︁
R
𝑎(𝑥)𝑑𝐷𝑛(𝑥) = 0

and 𝑓1 is Hadamard differentiable. The influence function 𝐼𝑓 is equal to

lim
𝜀→0

(1− 𝜀)
∫︀
R 𝑎(𝑢)𝑑𝐹 (𝑢) + 𝜀

∫︀
R 𝑎(𝑢)𝑑𝛿𝑥(𝑢)−

∫︀
R 𝑎(𝑢)𝑑𝐹 (𝑢)

𝜀
=∫︁

R
𝑎(𝑢)𝑑𝛿𝑥(𝑢)−

∫︁
R
𝑎(𝑢)𝑑𝐹 (𝑢) = 𝑎(𝑥)− E𝐹𝑎(𝑋).

Therefore,

𝜎2(𝐹 ) =

∫︁
R
(𝑎(𝑥)− E𝐹𝑎(𝑋))2𝑑𝐹 (𝑥) = D𝐹𝑎(𝑋).

So, the Central Limit Theorem is a particular case of the Functional Delta Method.
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