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- $G(n, r, 0)$ is the classical Kneser graph; $G(n, 1,0)$ is just a complete graph.
- Constructive bounds for Ramsey numbers.
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No other cases of strong stability are known.
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$\alpha\left(G_{1 / 2}(n, r, s)\right)=\Theta(\alpha(G(n, r, s)) \log n)$.
If $r=1, s=0$, then we have already cited the much subtler classical result.

## Theorem

Let $p$ be a constant or a function tending to zero and bounded from below by a value $\frac{c}{n}$, where $c>1$. Let $d=\frac{1}{1-p}$. Then w.h.p. $\alpha\left(G_{p}(n, 1,0)\right) \sim 2 \log _{d}(n p)$.

There are only two more cases where the $\Theta$ notation is replaced by the $\sim$ one.

## Theorem

(Pyaderkin, 2016) W.h.p. $\alpha\left(G_{1 / 2}(n, 3,1)\right) \sim 2 \alpha(G(n, 3,1)) \log _{2} n$. (Kiselev, Derevyanko, 2017) W.h.p. $\alpha\left(G_{1 / 2}(n, 2,1)\right) \sim \alpha(G(n, 2,1)) \log _{2} n$.
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## Theorem (Kupavskii, 2016)

For many different $n, r, p$, w.h.p. $\chi\left(G_{p}(n, r, 0)\right) \sim n-2 r+2$.

For example, if $g(n)$ is any growing function and $r$ is arbitrary in the range between 2 and $\frac{n}{2}-g(n)$, then for any fixed $p, \chi\left(G_{p}(n, r, 0)\right) \sim n-2 r+2$.

Many improvements by Kupavskii and by Alishahi and Hajiabolhassan.
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## Theorem (Kiselev, Kupavskii, 2020)

If $r \geqslant 3$, then w.h.p.

$$
n-c_{1} \sqrt[2 r-2]{\log _{2} n} \leqslant \chi\left(G_{1 / 2}(n, r, 0)\right) \leqslant n-c_{2} \sqrt[2 r-2]{\log _{2} n}
$$
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## Theorem (Kiselev, Kupavskii, 2020)

If $r \geqslant 3$, then w.h.p.

$$
n-c_{1} \sqrt[2 r-2]{\log _{2} n} \leqslant \chi\left(G_{1 / 2}(n, r, 0)\right) \leqslant n-c_{2} \sqrt[2 r-2]{\log _{2} n}
$$

If $r=2$, then w.h.p.

$$
n-c_{1} \sqrt[2]{\log _{2} n \cdot \log _{2} \log _{2} n} \leqslant \chi\left(G_{1 / 2}(n, r, 0)\right) \leqslant n-c_{2} \sqrt[2 r-2]{\log _{2} n \cdot \log _{2} \log _{2} n}
$$

## A general result

## A general result

## Theorem (A.M., 2017)

Let $G_{n}=\left(V_{n}, E_{n}\right), n \in \mathbb{N}$, be a sequence of graphs. Let $N_{n}=\left|V_{n}\right|, \alpha_{n}=\alpha\left(G_{n}\right)$. Let $\gamma_{n}$ be the maximum number of vertices of $G_{n}$ that are non-adjacent to both vertices of a given edge. Assume that the quantities $N_{n}, \alpha_{n}, \gamma_{n}$ are monotone increasing to infinity and there exists a function $\beta_{n}$ such that
(1) $\beta_{n}>\gamma_{n}$ and $\beta_{n}=o\left(\alpha_{n}\right)$;
(2) $\log _{2} N_{n}=o\left(\frac{\alpha_{n}}{\beta_{n}}\right)$;
(3) $\log _{2} N_{n}=o\left(\beta_{n}-\gamma_{n}\right)$.

Then w.h.p. $\alpha\left(G_{n}, 1 / 2\right) \sim \alpha\left(G_{n}\right)$.

